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Part A and B of each question is compulsory. Attempt any one from Part C (Short answer type) and D
(Long answer type) of each question.

Maximum Marks: 20

UNIT-V
Q1A ggar Rgwid & IRANG HITT | (2)
Define information theory.
Q.1B I5a efdAar & aRenia ST | (2)
Define Channel Capacity.
Q. 1C Hfgreq feoaforat fAf@w: (i) Tegrdr (i) F@em & (6)
Write short notes on: (i) Entropy (ii) Information rate.
HAYAr / OR

T 39dd Iid A% Feldes H 9/ Udiel § F Tah 3cHloid adl g1 Jdih
WRIaTd wA: 1/2, 1/4, 1/16 3R 1/16 §1 W A Tegrdr AR FIer T A
o

A discrete source emits one of five symbols once every millisecond. The symbol

probabilities are %, i, 116 and 1—16 respectively. Find the source entropy and information
rate.
Q.1D  3gERer i AT & AA-H=T ST HF THSET (10)
Explain Shannon-Fano Coding with the help of example.
Ygar / OR
arg AT TG my = 0.4, mp = 0.15, m3 = 0.15, my = 0.15, ms = 0.15 % & H T glet
ST FHTET gl (i) ATT-Brear RIS (i) ghAT HIfZT & fow HIfSer garar aa
EAIEY

Five source message are probable to appear as m; = 0.4, mp = 0.15, m3 = 0.15, m4 =
0.15, ms = 0.15. Find coding efficiency for (i) Shannon-Fano Coding (ii) Huffman
coding.



